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Abstract—This paper, the first of a two-part series, presents a new semi-empirical methodology that allows
estimation of the percentage improvements in annual average visual range that can be expected from a
percentage reduction of SO, emissions. This methodology relies on an intuitive mathematical approach that
combines four separate effects: (1) the transport of atmospheric sulfur; (2) the possible nonlinearity of the
S0O,-t0-SO3~ chemical transformation; (3) the fraction of sulfates in fine particulate matter, taking into
account the role of the water adsorbed by the fine particles; and (4) the fraction of light extinction that is due
to fine particles. By looking at these four effects, within the context of each of the various meteorological
regimes that have distinct influences on visual air quality, the problem can be broken down into manageable
components that model a portion of the source-receptor interaction. If the necessary arrays that specify
these four terms, which are expressed in fractional form, can be quantified for each region and
meteorological classfication, then the methodology can estimate the average ‘efficiency’ of reductions in SO,
emissions for producing improvements in long-term regional averages of visual range. Then, annual
averages can be computed if the relative frequency of occurrence of each meteorological regime in each
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region is known. Moreover, the method estimates the uncertainty in the calculated percentage improve-

ments in visual range, based on the uncertainties in in:

put data. The second paper in this series will present an

example of the application of this methodology to the eastern U.S., where the effect of SO, emissions on

visibility has received significant attention.
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1. INTRODUCTION AND SUMMARY

Fine particles, i.e. particles whose diameter is less than
2.5 pm, are the most effective and important atmo-
spheric component for visibility degradation. A large
fraction of fine particles can be sulfate-containing
particles, which are generated predominantly by at-
mospheric chemical reactions that oxidize gaseous
SO,, mostly emitted from anthropogenic sources, into
sulfate particles (SO2 ™). Several studies (e.g. Latimer
and Hogo, 1987; EPA, 1988) have employed regional
models in an attempt to quantify the role of SO,
emissions on visibility impairment and to evaluate the
visibility improvements that could be expected from
SO, emission reduction scenarios. Such quantifica-
tions, however, are difficult to perform for several
reasons: (1) the large uncertainties that even advanced
models possess in simulating long-range transport,
diffusion, chemistry and deposition of atmospheric
sulfur; (2) the difficulty in quantifying the roles that
other components, such as non-sulfate-containing fine
particles, coarse particles and gases, play in visibility
impairment (however, the upper limit of this contribu-
tion can often be quantified); and (3) the scarcity of
suitable field data, with most measurement studies
conducted during episodic conditions, while annual
average assessments require input data that represent
episodic as well as other conditions.

To circumvent the difficulties above, we have de-
fined a semi-empirical approach that: (1) provides a
straightforward solution to the problem; (2) accurately
portrays the principal physical phenomena; (3) relies
either on available data or, lacking ‘hard’ data, on
expert judgment, and (4) takes into account the un-
certainties in the input data. The method can be
applied to different impact regions under different
meteorological regimes and allows the computation of
the visibility improvement in each region for each
meteorological regime using an intuitive “fractional’
approach that is described quantitatively in the
next section. The method represents the following
premises.

(1) Atmospheric light extinction is caused by the
concentration of fine particles and other airborne
components. SO, emission controls will largely affect
only the fraction of light extinction that is due to fine
particles. (Actually, SO, controls will also affect sul-
fate-containing coarse particles, but with negligible
associated visibility improvements.)

(2) The fine particle aerosol is composed of sulfate-
containing particles and of particles containing other
species (but no sulfates). SO, emission controls will
affect only the fraction of the fine particles that
contains sulfates. (Actually, SO, controls may increase
the concentration of non-sulfate particles such as
nitrate and chloride; see Pilinis (1990).)
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(3) Fine sulfur-containing particles are a fraction of
the total concentration of sulfur in the atmosphere in
both gaseous and particulate form. They are produced
mostly by SO,-to-SO}~ chemical transformations
that appear to be nonlinear. Therefore, although SO,
emission controls will decrease proportionately the
total ambient sulfur along the trajectories of plumes
from controlled regions, the fine sulfates may decrease
to a lesser extent because of the nonlinear chemistry.
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meteorological regime, where the light extinction LE
(in units of 10~* m~!) is related to the visual range VR
(in m) by

LE=10*(3.0/VR) (1)

where 3.0 is the value of the Koschmieder constant
under the assumption of a human contrast perception
threshold of 0.05 (Tombach and Allard, 1983).

Then the following identity can be written, where all
the increments A are negative:

1 11 I v \' VI
(ALE); _ (AE/E) AE,;/E; (AS);/(S); (ASOL),/(SO4) (AF®);/(F™); (ALE)/(LE)y v}
(LE)j - AE/E AE,/E, (AS)p/(S)  (ASOL)u/(SO4)u (AF ™)y /(F ™)y

(4) Total ambient sulfur in one geographical area is
due to both local emissions and sulfur transported
from other regions. SO, emission controls will affect
only the fraction of sulfur that is transported from the
regions affected by the control scenario.

In the rest of this paper we present the analytical
description of our semi-empirical method (section 2),
the definition of the input parameters (section 3), the
calculation of the uncertainty in the results, based on
the uncertainties on input data (section 4), and the
conclusions (section 5). In the Appendix a discussion is
provided on the problem of mathematically quan-
tifying the economic benefits that can be expected
from the calculated visual range improvements.

2. THE SEMI-EMPIRICAL METHOD

Let us define a control region ¥, in which the
fractional SO, control AE/E is to be implemented,
where E is the total annual SO, emissions from the
region € and AE (a negative number) is the total
planned SO, emission reduction. Let us also define an
impact region £, where visual range improvements
will be calculated, which is divided into suitable
subregions (j=1, 2, . . .) and whose meteorology can
be classified into meteorological regimes (k=1,2, . . .).
Each subregion should also be subdivided into an
urban and a rural section, a differentiation that is
useful since the sulfate fraction of the fine particles is
larger in rural areas (Shea and Auer, 1978; Mathai and
Tombach, 1985; Noll et al., 1985) and the fraction of
light extinction due to fine particles is generally lower
in urban areas, where urban activities cause a relat-
ively higher concentration of coarse particles. This
regional division and meteorological classification
allows the evaluation of the parameters required by
the method, under the assumption that the properties
of atmospheric diffusion and chemistry are similar
durmg the days when the same meteorologlcal scen-
ario k occurs in the same region j.

We define as (ALE);,/(LE) the average fractional
improvement (a negative number) in light extinction
in a subregion j during a day characterized by the k-th

Term I represents the average fractional SO, emis-
sion reduction throughout the control region €. The
term (ALE);/(LE),, divided by Term I, gives the
efficiency of SO, emission controls on light extinction;
this efficiency will be written as 6 below. Term II is
the ratio between the local fractlona] SO, control in
the impact subregion j and the total average control in
the region €. It reflects the fact that the degree of
control could differ from one region to the next and it
is the only term in Equation 2 that can be greater than
one. Term III is the ratio between the fractional
improvement of total sulfur concentration, in the
subregion j during the meteorological regime k, and
the local fractional SO, control. ’

We indicate the product of Terms II and III by a;,
which is the ‘transport’ efficiency of SO, emission
controls on total sulfur concentrations and includes

transport, diffusion and deposition phenomena.
Therefore,
AS AE
O _ 2 3)
(S E’ ‘

As will be seen in section 3.1, the term a, is less than
unity in subregions j in which local and upwind
fractional SO, emission controls are smaller than the
average AE/E. Vice versa, larger-than-average local
and upwind controls generate values of o greater
than one.

Term IV is the ratio between the fractional im-
provement of the concentration of sulfate-containing
particles (including associated cations) and the frac-
tional improvement of the concentration of the total
sulfur. This term, when less than unity, allows inclu-
sion of nonlinearity of the SO,-to-SO;~ reaction.
Consideration of atmospheric chemistry needs to be
included since numerical analyses (e.g. by Seigneur
et al., 1984) suggest that a given fractional decrease
in ambient sulfur will generate a smaller fractional
decrease of sulfate. We indicate this term as fj.
Therefore,
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Term V is the ratio between the fractional improve-
ment of the concentration of fine particles, including
the water that they have adsorbed at ambient condi-
tions, and the fractional improvement of the concen-
tration of the sulfate particles (including associated
cations but not including water). We indicate this term
by ¥, where the superscript (w) emphasizes that the
water adsorbed by the fine particles must be explicitly
taken into account, as discussed in section 3.3, since
this mass of water contributes to the total light
extinction. Therefore,

(AF(“’))ﬂ‘ _ y(“’) (ASO.;)jg
F™) " (SO,

The term y§ is less than one, since P =1 would
indicate that all the fine particles are sulfate-contain-
ing particles.

Term Vl is the ratio between the fractional improve-
ment in light extinction and the fractional improve-
ment of the concentration of fine particles (including
water). We indicate this term by 6. Therefore,

(ALE),  _ (AF™),
o
(LE), ™ (F™),

which implicitly assumes that the different compon-
ents of the fine particle concentration F™ (i.e. sulfates,
non-sulfate particles and water) have the same light
extinction efficiency (extinction per unit mass of ma-
terial). If necessary, however, this simplifying assump-
tion can be removed, as discussed at the end of section
3.4. The term 8 is less than one, since fine particles
are not the only cause of atmospheric light extinction.

By substituting Equations 3, 4, 5 and 6 into
Equation 2, we obtain

(LE);

©)

(©)

AE AE
men Pt R0 @

where*
05':)= Ly ﬂjk vS-)!’ 55;?- (8)

The value 6% can be seen as the efficiency of the total
SO, emissions control on light extinction, ie. the
percentage light extinction improvement for each
region j and meteorological regime k, divided by the
total percentage emission reduction in the region .

The calculation of the light extinction fractional
improvements (ALE),/(LE); by Equation 7 allows
the calculation of the visual range fractional improve-
ments I;, = (AVR);/(VR);, which, from Equation 1,
are

(AVR),, 1
n = = — 9
(R, (LE);, ®)
(ALE),,

These estimates of visibility improvements should not
be construed as the improvements that could occur on

*Later in this paper, the product 7% 84 will be referred to
as e,
jk
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any given day, but only those that would occur on the
average during a meteorological regime k in the
subregion j.

Finally, in each subregion j, the annual average
fractional improvement I, in visual range is

Li=3puly
k

where p;, is the relative frequency of occurrence of the
meteorological regime k in the subregion j.

The fractional improvements of visual range com-
puted above (ie. I; and 1,), when divided by the
average SO, fractional control AE/E, provide the
‘efficiencies’ of SO, emission reduction on visual
range. Once these efficiencies are computed for a
certain SO, emission reduction scenario AE, they can
be used, with some caution, to evaluate the visual
range improvements of other SO, emission reduction
scenarios that have spatial distribution and size sim-
ilar to the original AE.

(10)

3. THE EVALUATION OF THE INPUT PARAMETERS

This section discusses the model parameters « ks Bk
Y5’ 6%, and their physical significances, together
with some’illustrations of different ways of estimating
them. The most reliable of these estimation techniques
will be used in the application of the method in Part II
of this two-part paper.

3.1. The terms ay,

The efficiencies a;, are defined by Equation 3 and
can be estimated in several ways. For example, a
simple estimate can be made using expert judgmentf,
through a subjective evaluation of the influences of the
SO, emission control AE along the typical air mass
trajectories under the different meteorological scen-
arios (k=1, 2, .. .). Ideally, for each subregion Jjand
meteorological class k, typical backward trajectories
could be plotted, thus allowing an expert to provide an
approximate evaluation of the efficiency of a regional
emission control on the total sulfur loading of that air
mass. For example, if an air mass is passing through
regions largely unaffected by the control AE, aj is
much less than one, while if the air mass is dominated
by the local emissions (e.g. during stagnant meteoro-
logical conditions), then oy ~(AE;/E;)/(AE/E) since
Term IIT in Equation 2 is close to one. A more
rigorous, and less subjective, evaluation of oy can be
done using dispersion modeling techniques, which
require, however, a reliable model and expensive

tWe define expert judgment as an estimate of a physical
parameter made by a professional expert in the field. The
expert does not possess all the elements to perform a correct
forecast, but is able, nevertheless, to provide an estimate
based on previous, direct and indirect, experience. Clearly,
large uncertainties are frequently associated with these esti-
mates, which involves considerable subjectivity.
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simulations of large, time-varying dispersion scenarios
for a long period of time (e.g. 1 year).

We developed a simple ‘intermediate’ technique for
evaluating o, that is not as subjective as the expert
judgment discussed above and not as expensive as
dispersion modeling. Let us define

()= (i + () (1

(AS) = (AS)i +(AS)R (12)

where S indicates, as before, total sulfur concentra-
tions, and the superscripts L and D indicate the
contributions of the ‘local’ emissions (i.e. those from
sources in the subregion j) and ‘distant’ emissions (i..
those sources in regions upwind to the subregion j),
respectively. Then, after some analytical manipulation
in which we assume that total sulfur concentrations
are proportional to the corresponding SO, emissions
(e-g. (AS);/(S)i = AE;/E;), we obtain

AS); ., AE,

and

D AE}’(]k)

()i B jkTJ+ * Epgn 43

where
L=/ O)u (14)
=1— =R/ )i (15)

and the region (or regions) j' is the area upwind of the
subregion j during the meteorological regime k. Then,
by substituting Equation 13 into Equation 3, we
obtain

AEJ/EJ D AE]'(jk)/E.i’(ik)=
AE/E °* AEJE

which can be interpreted as the sum of the ‘local’ term
o plus the “distant’ term af}.

The use of Equation 16 to evaluate oy requires
identification of the ‘upwind’ region j' for each j and k
and an assessment of the ratio (S);/(S)j. As a first
approximation that ratio can be set equal to 1, which
means that total sulfur concentrations are due equally
to local SO, sources (i.e. those in the same subregion j)
and distant upwind sources. This assumption is not
unreasonable, based on some studies (see, for example,
Congress of the United States (1984)), but is, neverthe-
less, a major simplification of the complex phenomena
of transport, diffusion and deposition of atmospheric
sulfur.

Another difficulty is found when the ‘upwind’ region
J' is outside the control region €. Apparently, in this
case, AE; / E; should be equal to zero. In reality, even
though the control AE does not directly affect the
region j', it could modify the background sulfur con-
centrations recirculating in the entire area. In other
words, sulfur could be emitted in the region €, trans-
ported into the region j' and then transported into the
subregion j. In order to account for these recirculation
effects, an appropriately non-zero value for AE;/E;
should be used in these circumstances.

%= fj htag  (16)
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3.2. The terms B

The terms f; are defined by Equation 4 and
represent the linearity of the SO,-to-SO2~ trans-
formation. There is a disagreement in the scientific
community about how much reduction in sulfate will
result from a given percentage (say X) reduction in
SO, emissions. The greatest SO~ reduction percent-
age possible is X, assuming negligible primary emis-
sions of sulfate particles and a totally linear relation-
ship between SO, emissions and far downstream
SOZ~. There are many indications, however, that
there are conditions under which the conversion pro-
cess is nonlinear, i.e. an X per cent reduction in SO,
might result in a BX per cent reduction in SO2~, with
p<1.

The technical arguments concerning SO, conver-
sion are complex and the data needed to settle them
are lacking. A mathematical simulation of reasonable

.chemical reactions for producing sulfate (Seigneur et

al., 1984) indicated that for X =50 per cent in the
eastern U.S,, sulfate would decrease by 0.96X in a
clear-sky environment in the summer and by 0.44X in
a stratus-cloud environment in the summer. The im-
plications are summarized by Latimer and Hogo
(1987), who state “a SO per cent reduction in SO,
emissions may result in only a 3040 per cent reduc-
tion in sulfate concentrations” and that “for now, the
extent of nonlinearity remains a significant un-
certainty” in calculations of sulfate reduction due to
SO, emission reduction.

The simulations by Seigneur et al. can be used to
estimate f, based on estimates of the cloudiness of
each air mass k in each region j. Relatively cloud-free
skies can be associated with g = 1 (i.e. ‘linear’ chem-
istry), medium cloudiness with f; =0.85, and exten-
sive cloudiness with g, = 0.70.

3.3. The terms ¥

The terms y}” are defined by Equation 5. It can be
easily seen that

(:‘)=§9_(‘_W)M
*T(F),

i.e. that y§” is the sulfate fraction of fine particulates,
including the contribution of the water. But aerosol
measurements do not directly provide y$, since fine
particles are measured at a low relative humidity RH,,
(e.g. RHy = 0.4), where most of the water is removed
from the particles collected on the ambient sampling
filters. Measurements provide SO2~ (anion concen-
trations) and F (fine particle concentrations). Anion
concentrations need to be multiplied by a factor 4, i.e.

SO, = 102~ (18)

in order to get the total mass concentration of the
sulfate-containing component of particles. We assume
that SO, controls do not affect the term A. The value
A=1.25, for example, can be used to represent a

(17
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particle mix* that is principally NH,HSO, (acidic
ammonium sulfate, for which A=1.20) mixed with a
little (NH,), SO, (fully neutralized ammonium sulfate,
with 4=1.38). Therefore, measurements can provide
values of yj, where
L 800,
)

However, to estimate y{}” from y;,, assumptions need
to be made about the amount of adsorbed water, as
shown below.

Fine particles are the sum of sulfate (SO, ) and non-
sulfate (NS) species. Therefore, we can write

(19)

F™=8S0{"+NS™=K,SO,+ K,,NS (20)
where K, (a term greater than 1) represents a suitable
‘amplification’ of the SO, concentration to allow for
the adsorbed water and, in a similar way, K, repre-
sents the increase for the concentration NS of non-
sulfate particles. After some analytical manipulation
we obtain

4
)'+(l "'7) (Kns/Kl)

W —

@n

which correctly gives Y=y for K,=K,, and y™ >y
for K,>K,,. The terms K, and K,, depend upon
several factors, such as temperature, r.h. and pollutant
concentrations. A simple approximation to evaluate
them (Cass, 1979; Tang et al., 1981; Appel et al., 1985)

gives
K- (1 —RH°>‘-
*"\1I-RH

[, (1—RH,
Ky = [hns (m) +(1 _hns)] (23)

where RH is the ambient relative humidity, RH, ~ 0.4,
h,is the fraction of NS that is hygroscopic, and B, B,
are exponents that need to be evaluated (f=1 or 2
have often been chosen).

More complex modeling techniques can be used to
calculate more precise values of K, and K,,. For
example, Pilinis and Seinfeld (1987) developed and
tested a computer code that performs a chemical
equilibrium calculation in the sulfate, nitrate, chloride,
sodium, ammonium and water system. This computer
code was successful in predicting the concentrations of
various aerosol species at Long Beach, California. Its
application, however, requires detailed air quality and
meteorological information that is often unavailable
on a regional and annual average basis. Hence, there is
the need to use, at least at the present time, semi-
empirical relations such as Equations 22 and 23.

22

and

* This example of mix is consistent with the findings of the
Sulfate Regional Experiment (Muller and Hidy, 1983).

AE(A) 24:9-G
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3.4. The terms 6§

The terms 6% are defined by Equation 6. They
represent the fraction of light extinction that is at-
tributable to fine particles at ambient conditions. The
light extinction can be written as

LE=¢,F™+LE, (24)

where e, is the light extinction efficiency of the fine
particulate matter, including water, and is typically in
therangeof 3-4m~!'g™'m~3(or 3-4 x 102, if LE is
in 107*m~! and F™ in g m™3), where (contrary to
normal practice) the mass includes the mass of water.
LE, is the light extinction that is not caused by fine
particles, e.g. Rayleigh scattering by air, absorption by
NO, gas, and scattering and absorption by coarse
particles.
From Equation 24 we obtain

o &

(LE);
which is difficult to evaluate from available measure-
ments. LE can be computed from measurements of

the visual range VR (e.g. made at airports), using
Equation 1; and F™ can be computed by

_ B
poo_ (L=RHo ) '
1-RH

25)

(26)

where the F values are obtained from aerosol meas-
urements (which remove most of the water) and the
exponent f; needs to be evaluated (e.g. B;=1).

The 6 values can also be evaluated using a site-
specific extinction efficiency, instead of a literature
value of ¢;. It suitable measurements of ¥R and F are
available in the subregion j, then, for each set of days
characterized by a meteorological regime k, LE can be
computed from Equation 1 and F™ from Equation
26. Then, the linear regression

(LE)j=au(F™); + by, 27
can be performed, which provides the coefficients a;
and by, that allow the calculation of 6 as

.
oi ay+by/ (F(w))jk. @3
This correctly gives 6=1 for b, =0. Regression
results, however, must be used with caution since they
can sometimes be misleading and, therefore, require
careful analysis and interpretation.

The terms y™ and 6™ can also be combined. If we
define €™ =y™§™ then

(ALE), __,(4S0,);

LEy " (SO,
This new notation allows, if necessary, a differenti-
ation between sulfate and non-sulfate light extinction

efficiency, instead of using the efficiency e, for both as
previously done in Equation 24. In fact, light extinc-

(29)
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tion can be written as

30
=l 4
LE=10*—

p(|AE)= -[ J '[ '[ p(ljklAE’ ks ﬁjkr 75:'): 55:))17(“]&’ Bjkv 7"(1:%
adpdyds

=eSO, + e NS+ LE,

=eM™1S03™ +e(F—4S02™)+LE,  (30)
where
eM=e, +e,(K,—1) €2
e =e,, + ey (Ko —1)h,, 32)

and e,, e, e, are the extinction efficiencies of sulfate,
non-sulfate and water, respectively. Then, we obtain

(w)
e = €s

y LE
==

yF

1-
e(W) + e(W)

P(L,|AE, a;, B;, ¥$, 62”)=Jp(1,-kla,k, B> Y5, 5 P
k

P(IJIAE)= J '[ ff fp(ljklajks Bjka '}',k s
adBJdydéJk

If suitable measurements of ¥R, SO2~, and F are
available, for each set of days in the subregion j
characterized by a meteorological regime k, we can
perform a new linear regression, based on Equation 30
instead of Equation 27, which provides (e{™), (e5)
and (LE,);, and therefore, allows a site-specific evalu-
ation of €} from Equation 33.

4. UNCERTAINTY ANALYSIS

Actual application of the methodology presented
above should be associated with an analysis of the
uncertainty in the results. As a result of uncertainties
in all the variables, there is no unique answer for the
visibility improvement I, for a given AE/E, but rather
there is a range of possible improvements with associ-
ated probabilities. This section reviews the methods
used to calculate a probability distribution for visual
range improvements as computed by Equations 7 and
9. This probability distribution can be calculated by
obtaining probability distributions for the input vari-
ables (to reflect their uncertainties) and combining
these distributions. The input probability distribu-
tions are constructed separately for each of the four
input variables (a;, Bu, ¥, 0) described pre-
viously, for each subregion, j, and meteorological
regime, k.

PAOLO ZANNETTI et al.

The unconditional distribution for I is computed
by integrating over the probability of the visual range
improvement (given a AE and the four factors) multi-
plied by the joint distribution of the four factors, i.e.

o5). (34)

In this equation, we use the notation j, to be the
generalized summation symbol, which is interpreted
as summation when « is discrete and integration when
a is continuous.

The joint probability distribution for all four factors
is equal to the product of their individual probability
distributions if we make the reasonable assumption
that their distributions are mutually independent, i.e.

P(%jks Bixs Y55 05 =p(an) p(Bi) P P(6).  (35)

A similar discussion applies to the annual fractional
visual range improvements, I;. From Equation 9 we
obtain, by assuming that p; are exactly known, that
the conditional probability distribution for I; is

(36)

and the unconditional distribution is

(w))P;k P(a,k’ ﬁjk’ )’jk (w)) (37

where the notation j. indicates the set j1,j2, .. ..

In this paper, we suggest the use of a probability tree
to construct the distributions of interest, i.e. p(I;;|AE)
and p(I;|AE), from p(ay), p(By), p(vii’) and p(85).
We choose this approach because it is straightforward
and affords us the opportunity to trace specific scenar-
ios through the probability tree. Thus, the specific
calculations we performed can be exactly replicated
rather than relying on the randomized procedure of
Monte Carlo techniques. We use a probability tree by
choosing, from each input variable’s probability dis-
tribution, three predetermined points from which to
construct our scenarios. These points and their associ-
ated probabilities are chosen in a manner that exactly
preserves the mean, variance, skewness, and kurtosis
of the original distributions. The reader is referred to
the paper of Miller and Rice (1983) for more discussion
of this probability tree method. For example, in the
case of normal distributions, we should use three
probability-value pairs defined as:

Probability Value

1/6 Mean — 1.7 x standard deviation
2/3 Mean

1/6 Mean — 1.7 x standard deviation
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Distributions other than the normal distribution have
analogous theoretical results. The predetermined
points shown above apply only to normal distribu-
tions.

Using this method, the resulting probability tree
contains 3* or 81 scenarios, which allow the approx-
imation of the probability distribution for visual range
improvements described in Equation 34 by a stepwise
function of 81 values. An example of application of the
probability tree methodology discussed above is pre-
sented in the Part II of this paper.

5. CONCLUSIONS

We have presented a semi-empirical methodology
for evaluating the visibility improvements that can be
expected in an impact region # from SO, emission
reduction scenarios in a control region €. We have
also discussed the problems associated with the
evaluation of model parameters and the uncertainty of
the results. Finally, in the Appendix, we show how the
results of our semi-empirical method could be used to
evaluate the dollar benefits associated with the visibil-
ity improvements.

The proposed semi-empirical methodology is con-
ceptually simple. Its parameters can be estimated from
the analysis of measurement data and the use of expert
judgment. Alternatively, modeling techniques can be
used to estimate o (dispersion models), B (chemical
models), y™ (models that simulate the adsorption of
water by atmospheric fine particles) and 5™ (light
extinction model).

The second paper of this two-paper series will
provide an example of an application of this technique
(without quantification of economic benefits, though)
to the eastern U.S., where SO, emissions have been the
main focus of attention for visibility degradation.
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APPENDIX: THE QUANTIFICATION OF
ECONOMIC BENEFITS

Even though visibility impairment can be expressed by
several factors (e.g. changes in contrast, discoloration, reduc-

_tion of visual range, etc.), the lack of data has restricted most
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visibility studies to the analysis of the visual range, a para-
meter that is routinely measured at airports. For this reason,
visual range has become the attribute of visibility with which
policy makers are most concerned (SAI, 1984; EPA, 1988).
Improvements in visual range can be associated with
economic benefits in several ways (EPA, 1988). One common
approach involves the calculation of the average household
‘willingness to pay™ for a fractional visibility improvement

I=AVR/VR. (A1)

More precisely, a AS(AE) can be defined as the total annual
benefit, in the impact region .#, associated with the visual
improvements from the SO, emission control AE, where

P
AS(AE)=Y Y p; Hu(AE). (A2)
i A

In Equation A2, P; is the number of people living in the
subregion j, A; is the average household sizet, py, is the
relative frequency of occurrence of the meteorological regime
k in the subregion j, and H,(AE) is the average annual
willingness per household in the subregion j to pay for the
visibility improvement I, achieved by the control AE under
the kth meteorological regime. It is important to note that, in
Equation A2, the summation over k should not include
meteorological scenarios that produce a strong visibility
reduction as a consequence of natural phenomena (e.g. cases
in which the r.h. is greater than 85%). In these circumstances,
the visibility benefits of the SO, reduction are virtually
undetectable by the human observer.

Two factors make Equation A2 more complicated than it
looks. First, our semi-empirical method provides improve-
ments I, that are averages for the time that the meteorologi-
cal regime k occurs in the subregion j. The actual daily values
of I will vary according to a probability density function that
we indicate by p(I3’), where the superscript (d) emphasizes
that this probability function describes the daily variation of
I, while p(I,|AE) in section 4 represents the probability
distribution of the average visual range improvements .
Second, no benefit should be allocated for improvements I
that are undetectable} by the population P;. We know that
an improvement I cannot be detected when it is below a
threshold value I*. We also know that different people have
different thresholds. Therefore, we can assume, in total
generality, that the threshold value I* varies among the
population P; with a probability density function p(I*). If we
take these two factors into account, we obtain

+ o 1
ng(AE)=I P(IS‘I’)I Hy(L I*)p(I*)dI*dl  (A3)
o o

where H,(I, I*) is the household willingness to pay in the
subregion j for a fractional visibility improvement I with a
threshold I*. Note that, in Equation A3, I is always greater
than I*. Several different functions can be used for H;(I, I'*).
For example, SAI (1984), in the eastern U.S,, used a logarith-
mic relation (see Fig. A-1)

HyIL I*)=bIln(1+I) forI>I*
Hy1,1*)=0 for I<I* (A4)

* This approach ignores, however, the preservation values.

t For example, a constant value of A;=2.72 was used by
SAI (1984) in the eastern U.S.

1 Active research programs have been sponsored by the
U.S. EPA, the National Park Service (NPS), and the Electric
Power Research Institute (EPRI) that focus primarily on the
psychophysical response of the eye-brain system to changes
in the attributes of visibility. This psychophysical research is
intended to determine an effective visibility index by which to
measure perceptible changes in visibility. (Malm, 1985a, b;
Stewart, 1983; Horvath, 1986.)

with b in the range between $133.67 and $473.07, and a mid-
range value equal to $243.03. A lower value (b=$90.30) was
proposed by Ruud (1985). It seems unrealistic, however, to
represent H (I, I*) by a step function at the threshold value
I*, since a smooth increase in value from H;=0 at I=1* is
more likely to occur. We believe that different functions for
I>1* should be used, such as the logarithmic relation

H,(, I‘)=b,ln<l +1:1:) (A3)
or the linear relation
I-1*
H(1, I*)=b,l_1. In2 (A6)

both outlined in Fig. A-1.

The combination of Equations A2 and A3, with a suitable
choice of H(1, I*), gives the total annual dollar benefit. This
calculation is a convolution of three probability density
functions: py, p(I*) and p(I‘P). The first, p;,, can be obtained
from measurements and meteorological classification. The
second, p(I*), can be assumed to have a log-normal distribu-
tion, with 95% of the people in the range I*=0.07 and
I*=0.29. These two extreme values correspond to contrast
change thresholds AC*=0.02 and AC*=0.10, and were
calculated using a formulation presented by SAI (1984),
assuming the Koschmieder constant (the constant in Equa-
tion 1) equal to 3.0, the ratio of the object distance from
constant (the constant in Equation 1) equal to 3.0, the ratio of
the object distance from the observer to the visual range
equal to 0.33, and the intrinsic contrast of the landscape
feature equal to —0.8. It can be found that the above
assumptions for p(I*) correspond to

p(In I'*)=N(0.143, 0.335) (A7)

where N(u, o) indicates the normal (Gaussian) distribution
with average y and standard deviation o.

The third probability density function, p(I'P), is difficult to
evaluate. Our semi-empirical method provides estimates of
the averages I, and their probability distribution p(I,|AE),
but does not provide the daily statistical distributions p(I§’
of the visual improvements I. Further assumptions, therefore,
need to be made for computing the benefits. For example, as
a first approximation, we can assume p(I$?)=p(I;|AE), even
though the two probability functions are conceptually differ-
ent.
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Fig. A-1. Three alternate representatives of a bid func-
tion H (1, I*) that reflect the effect of a threshold I* for
the fractional visibility improvement I.
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